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Abstract

We consider the task of predicting S&P 500 stock price movements, as a binary
response variable, from news headline data. We experimented with two models:
a logistic regression using bag-of-words headline features, and a Markov Ran-
dom Field to incorporate pairwise stock correlations. We observe an accuracy of
49.91% using just headlines features and an improvement of 53.42% when in-
cluding pairwise correlations. The results using pairwise correlations and both
headlines and correlation were statistically significant.

1 Introduction

News media has a tremendous effect on the stock market prices [1]. Financial news articles are read
everyday by millions, interpreted by companies, and analyzed by automated stock algorithms at
quantitative trading firms. Key news and data about company trades, revenues, market climates, and
geopolitical conflicts strongly influence trading and market transactions. In our project, we address
the problem of predicting stock price trends using news headlines. We want to determine the extent
to which we can predict the movement of stock prices using features extracted from news headlines.
As shown in Figure 1, we want to correlate words with increase or decrease.

Figure 1: Increase and decrease of stock price when certain keywords are observed in headlines.
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Typically, features are extracted from news articles using a bag-of-words representation of the arti-
cle’s text; that is, each article is represented as a vector of counts, where each dimension corresponds
to the number of times a certain word appears in the article. However, strictly using the words in an
article makes the feature space susceptible to noise and large variance. We want to identify keywords
which will have the largest impact in influencing stock price trends. We argue that news headlines,
are a proxy to news events –typically 8 to 10 words, headlines capture the essence of a news article,
and will contain important keywords relating to the event. Hence, in our project, we will focus on
using headline keywords as our main features.

On the other hand, we recognize that stock price predictions is an extremely difficult task. The
“efficient market hypothesis” tells us that in financial markets, profit opportunities are exploited as
soon as they arise, hence stock prices follow a random walk and are extremely difficult to predict
[2]. However, Lavrenko et al. [3] found that in the stock market setting, generating profitable action
signals (buy and sell) is more important than accurately predicting future values of a time series.
Furthermore, stock prices are heavily influenced by “technical” indicators such as company revenues
and profits, corporate strategy and market demands [4, 5]. Hence, we simplify our task to predict
just price movements – day-to-day up and down changes – as opposed to predicting prices, and try
to determine if news headlines have sufficient predictive ability in this setting.

2 Related Work

Stock market prediction is an area of very active research. Attempts have been made to predict
stock prices using technical information such as company technicals [4–6] and price history [7–
11]. Recent work has begun to incorporate natural language text data into prediction – for example,
using full-text of news articles [12, 13], hidden Markov model incorporating news headlines [14]
and sentiment in social media [15–18]. Most of these works has worked with short term price
movements (on the order of minutes), while we will focus on end of day stock prices; we find that a
longer time horizon is less susceptible to noise, and more beneficial to the common investor.

3 Predicting stock movements

Problem definition Suppose we are given news headlines, hdi, represented as a bag-of-words
vector, for each stock i = 1, . . . , N on day d = 1, . . . , D. Our prediction task is to predict the
movement of the stock end-of-day price. We treat this as a binary classification task, where we
predict the label sdi = −1 if the stock moved lower on day d (i.e price on day d is lower than price
on day d− 1), and sdi = +1 otherwise.

Prediction with headlines We used the `1-regularized logistic regression to predict stock move-
ments using our headlines. For a given stock i on a given day d, the logistic model assumes that

p(sdi = −1 | wi) =
1

1 + exp(w>i hdi)

where wi is a weights vector corresponding to each stock. The weights in wi signifies the relative
contribution of each word in the day d’s headlines to the log-odds of the stock movement. To learn
wi, we maximize the regularized log-loss training objective

L(si,wi) =
∑
d

[
1

D

D∑
d=1

(sdi + 1)

2
w>i hdi

]
− η‖wi‖1

where η is a regularization constant to control the sparsity of the weight vector. We used the `1
regularizer, which is akin to placing a Laplacian prior with variance η−1 [19, 20]. The Laplacian
prior encourages sparsity and is important because of the high dimensionality of our headlines [21].

The objective function is convex but requires special treatment due to non-differentiability when any
elements are zero; we use the Orthant-Wise Limited-memory Quasi-Newton algorithm (OWL-QN)
[22] to solve wi for each stock independently. OWL-QN is a variant of L-BFGS [23] which is
scalable to high dimensions, and uses a projection method to constrain the search space within the
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correct orthant. The OWL-QN algorithm requires computation of a gradient w.r.t wi, which is

∂L(si,wi)

∂wi
=

1

D

D∑
d=1

hdi −
exp(wi)∑
v exp(wiv)

− η ∂‖wi‖1
∂wi

= 〈hi〉 −
exp(wi)∑
v exp(wiv)

− η ∂‖wi‖1
∂wi

(1)

We see that the optimization is similar to moment matching between the empirical and expected
means of the headlines vector (if we did not have regularization).

Modeling pairwise stock correlations It is widely known that certain subsets of stocks are highly
correlated [24]. Hence, we decide to model the correlations between stock movements using a
Markov Random Fields (MRF) [25]. A pairwise MRF allows us to capture such pairwise correlation
in stock movements, while letting us incorporate headlines information in a systematic manner.
Suppose Si ∈ {−1,+1} is a random variable that denotes the movement of stock i on a single
day. Our MRF can be represented by the undirected graph G = (V,E), where V indexes the set
of random variables S = {S1, S2, . . . } and an edge (i, j) ∈ E denotes the pairwise correlation
between Si and Sj . We define our conditional distribution over S as

p(S = {s1, s2, . . . } | θ,w) =
1

Zθ

∏
(i,j)∈E

φij(si, sj ;θij)

Here, si is the observed value of Si, θij corresponds to the parameters of the pairwise potential
function φij(·, ·;θij), and Zθ,w is the partition function

Zθ =
∑

s∈{−1,+1}|S|

∏
(i,j)∈E

φij(si, sj ;θij)

which is defined as the sum of potentials of all possible assignments of stock movements. Since the
potential functions are positive, we can parametrize the potentials as log-linear models, where

φij(si, sj ;θij) = exp
(
θ>ijf(si, sj)

)
and θij ∈ R4 are the parameters, and f : {−1,+1}×{−1,+1} → {0, 1}4 is a feature function that
maps each of the 4 possible configurations to a binary vector on the 4-dimensional {0, 1}-simplex.
Thus, we can learn θ by optimizing the `2-regularized training objective

L(s,θ) = 1

N

∑
i,j

N∑
d=1

θ>ijf(sdi, sdj)− logZθ −
λ

2

∑
i,j

‖θij‖22

Like before, we place an `2-regularizer, λ, which is like a Gaussian prior with variance λ−1 on
the parameters to avoid overfitting. We use the limited-memory BFGS algorithm [23] to find the
maximum a posteriori estimate of θ. L-BFGS is a quasi-Newton optimization algorithm which uses
an approximation of the inverse Hessian matrix, while storing only a few vectors to approximate the
Hessian implicitly (thus limited-memory). It requires a gradient for the maximization, which is

∂L(s,θij)
∂θij

=
1

N

N∑
d=1

f(sdi, sdj)−
exp(θij)∑4

k=1 exp(θijk)
− λθij

=〈f(si, sj)〉 −
exp(θij)∑4

k=1 exp(θijk)
− λθij (2)

where 〈f(si, sj)〉 is the expected feature vector of pairwise movements between si and sj . In other
words, 〈f(si, sj)〉 can be seen as the empirical distribution of the features. Without the regular-
ization term, the optimization will be akin to moment matching, where the first order conditions is
satisfied by setting the gradient to zero.
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Figure 2: An example factor graph for our Markov random field with 4 stocks; φij are pairwise
factors (stock correlations) and ψi are unary factors (informed by headlines).

Combining headlines with stock correlation The choice of using an MRF provides us with a
principled way to incorporate our background knowledge about the movement of each individual
stocks (i.e headlines) into a joint model that takes into account the correlated movements between
stocks. We incorporate the headlines as a unary factor in the MRF, with log-linear potentials

ψi(si;wi) = p(si | wi) ∝ exp(w>i hi)

The joint log-likelihood of our data is thus

L(s,θ,w) =
∑
(i,j)

[
1

N

N∑
d=1

θ>ijf(sdi, sdj)−
λ

2
‖θij‖22

]

+
∑
i

[
1

N

N∑
d=1

(sdi + 1)

2
w>i hdi − η‖wi‖1

]
(3)

− logZθ,w

where Zθ,w is now the partition function taking into account w. The gradients for (3) remain the
same (see (1) and (2) ).

We used liblbfgs, a C implementation of L-BFGS and OWL-QN available at https://
github.com/chokkan/liblbfgs for our joint optimizations. Figure 2 presents an example
factor graph representation of our MRF.

Inference With parameters estimated from data, our inference task is to find the best assignment
of stock movements to every stock based on the day’s headlines, and pairwise correlations. Exact
inference in our MRF model thus requires evaluating over all 2|S| stock movement assignments to
find the maximum likelihood assignment. This is intractable, hence we resort to using an approx-
imate inference algorithm – Metropolis-Hastings [26]. Metropolis-Hastings (MH) algorithm is a
Markov chain Monte Carlo (MCMC) method for obtaining a sequence of random samples from a
probability distribution.

Given some sample of stock movements s(t), we uniformly selected a stock, su and reversed its
movement (i.e s′u = −su).1 Thus, s′ = {s(t)1 , . . . , s′u, . . . } is our proposed state, which we choose
to accept or reject depending on the ratio r of its likelihood to s(t), i.e r = p(s′)

p(s(t))
. Therefore if

r ≥ 1, we accept the state, and update the model. Otherwise if r < 1, then we accept the state with
probability r, and update the model. We note that the likelihood ratio between two states whose

1We note that this proposal distribution is symmetric.
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difference is stock su depends only on its Markov blanket. Hence,

p(s′)

p(s(t))
= exp

logψu(s
′
u) +

∑
j<u

log φuj(s
′
u, s
′
j) +

∑
j>u

log φju(s
′
j , s
′
u)

− logψu(−s′u)−
∑
j<u

log φuj(−s′u, s
(t−1)
j )−

∑
j>u

log φju(s
(t−1)
j ,−s′u)

 (4)

Algorithm 1 describes our Metropolis-Hastings procedure in detail.

Algorithm 1 Metropolis-Hastings algorithm for inference.
Initialization: Pick an initial state s0 at random.
for iteration t = 1, . . . , T do

u← UnifInt(1, N) . Select a stock index at random from uniform integers.
s′ = [s

(t−1)
1 , . . . ,−s(t−1)u , . . . , s

(t−1)
N ] . Flip the state of stock u.

r ← p(s′)
p(s(t))

. Acceptance probability accoding to Eq. (4).
if Unif(0, 1) < min (1, r) then . Flip a coin to decide if we accept the proposed state.

s(t) ← s′

else
s(t) ← s(t−1)

end if
end for

For our experiments, we generated 1000 samples from the posterior, discarded the first 500 samples
for burn-in, and discarded every 5th sample to reduce auto-correlation. The remaining samples are
used to compute the posterior mean assignment.

4 Experiments

Data Set Our data set consists of news headlines related to 466 S&P 500 stocks and their end of
day prices from Feb. 25, 2008 to June 21, 2013.2 We have selected these stocks such that they all
have at least 1,000 data points for stock prices. The average percentage of +1 label for each stock is
52% with a standard deviation of around 1.5. Figure 3 shows the distribution of our headline data.

For headlines, we removed stop-words, punctuations and lowercased them. Furthermore, we re-
moved tokens that appeared less than 5 times in our corpus resulting in a vocabulary size of 30,011.

We extract features from headlines using a bag-of-words representation. To compensate for data
sparsity (many stocks have no headlines on a given day), we concatenate all the headlines on a given
day to form our feature vector. For example, a feature for stock i on day d (i.e feature vector hdi)
would be “APPL sell=1”, which represents the word “sell” appeared 1 time in a headline related
to stock ticker AAPL.

Stock movement prediction We split our data randomly into 70% for training and 30% testing.
We experimented with predicting stock movements using the different models described in §3. Ta-
ble 1 illustrates the prediction accuracies of our model. Using headlines only (HEADLINES), the
accuracy is just below 50%. This shows that the model consisting of simply the headline factors
was insufficient. When considering just correlations between pairs of stocks (CORRELATION), we
obtained an accuracy of 0.5328, which is better than the headline data. When both features are con-
sidered (BOTH), the accuracy improved slightly (but significantly) to 0.5342. When comparing the
top 6 most accurately predicted stocks for BOTH, we see that the list is similar to that of CORRE-
LATIONS (but quite different from HEADLINES). This means that headlines provide useful signals
in stock price movements, although the bulk of the accuracy improvements is attributed to the stock
correlations. Table 2 presents the top stocks (by accuracy) that our models predict.

2We obtained news headlines using Dow Jones API available at http://betaweb.dowjones.com/
api/. Stock data was downloaded from http://pages.swcp.com/stocks/.

5

http://betaweb.dowjones.com/api/
http://betaweb.dowjones.com/api/
http://pages.swcp.com/stocks/


Figure 3: Distribution of headlines data. There are an average of 944 headlines for 466 stocks.

Model Accuracy
MAJORITY 0.5207

HEADLINES 0.4991 ± 0.0245
CORRELATION 0.5328 ± 0.0214

BOTH 0.5342 ± 0.0210

Table 1: Accuracies of our different models. All results are statistically different from random and
each other at p < 10−10 using the paired t-test.

Unigram features extracted from headlines did not perform better than random guessing. There are
a number of possible explanations why this may be the case. When using a bag-of-words model, the
context is lost; words are reduced to independent identities, and certainly, words in a headline are not
independent. Additionally, our unigram model does not take into account metadata associated with
stock. For instance, words relating to stocks in a particular industry may have stronger influence
than the same words in another industry. We were able to get statistically significant results when
using pairwise correlation. With more work, we can improve upon the existing model. We will
discuss some of our ideas for future work in §5.

Stock correlations From our MRF, we can analyze the edges that exhibits the strongest correla-
tions between stock pairs. We measure the “related”-ness of stock pairs by calculating for each stock
pair i and j:

RELATED(i, j) =
φij(−1,−1) + φij(+1,+1)

φij(−1,+1) + φij(+1,−1)

Table 3 lists such top 10 stock pairs. We see that these highly related stock pairs are in the same
industries, which matches widely held beliefs that stocks in the same industry move together [24].

5 Future Work

There are numerous exciting opportunities for future improvements. Since our headline data was
sparse, we can look into getting more headline data by using general business related articles, instead
of just financial news related to stocks. General news articles will contain signals from non-financial
events that may have an influence on the stock market (i.e political events, riots, etc). Moreover,
we miss out contextual information by just using unigrams. This can be remedied by exploring
higher order n−grams, such as bi-grams and tri-grams. Although this would make the feature space
sparser, we can use phrase extraction techniques such as that proposed by Justeson and Katz [27].
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HEADLINES CORRELATION BOTH
Stock Acc Stock Acc Stock Acc
INTC 0.5671 PLD 0.5896 PLD 0.5920
AET 0.5572 AMAT 0.5846 AMAT 0.5895
AES 0.5547 PLL 0.5821 GT 0.5845
TYC 0.5547 IR 0.5797 LLY 0.5820
HIG 0.5522 GT 0.5796 IR 0.5820
BTU 0.5522 FITB 0.5796 PLL 0.5796

Table 2: Top 6 stocks by accuracy for each of our models.

Stock pair Industry RELATED
AVB:EQR Construction 5.872
DHI:LEN Construction 5.634
HCP:VTR Real estate 5.541
BXP:VNO Real estate 5.537
CSX:NSC Transportation 5.036
HOT:MAR Hotel 4.956

ALTR:XLNX Electronics 4.925
ADI:LLTC Electronics 4.899
BTU:CNX Energy 4.826
BHI:SLB Energy 4.801

Table 3: Top 10 “related” stock pairs

Our project focused on data from a large period of time spanning six and a half years. The stock
market is highly unpredictable, and its behavior changes over time. We can look into modelling
shorter periods of time, such as a month or a week. This may be a promising route since local
fits such as these may be much better at modelling the current situation. Also, data is released
continuously every day, so getting the previous week’s or month’s data should not be an issue.

Another point of interest is grouping stocks by industry. Our model included stocks from a variety
of industries. It is possible that certain words were conflated in our model which would not be
conflated in industry specific models. These would essentially be MRF’s consisting of only the
stocks associated to one industry. It is likely that similar words would be used within the industry,
so the feature space of headlines would not be as large. Moreover, coupling this with a bi-gram or
tri-gram feature space could improve accuracy. More difficult endeavors include trying to predict
percentage or absolute increase.

6 Conclusion

While headlines by itself are insufficient in predicting stock price movements, we find that it can be
used as a feature in joint models to improve prediction. In this paper, we experimented with using
headlines as side information in a pairwise Markov random field, which captures stock correlations.
We find that in such a setting, headlines were able to contribute to better predictive performance.
Our results reflect the difficult task of forecasting the stock market. Like previous work [12, 13, 16],
we achieved comparable performance using limited noisy information. Given the proliferation of
digital information related to companies today, the key challenge would be synthesizing different
sources of data in a principled and efficient manner in a computational model. In future work, we
hope to consider including more data – historical data and stock metadata – building upon a more
sophisticated model that can capture the influences of varied sources of information.
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